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What is FAIR data?
Findable: Metadata and data should be easy to find for both humans and 
computers.

Accessible: The exact conditions under which the data is accessible should 
be provided in such a way that humans and machines can understand them.

Interoperable: The (meta)data should be based on standardized 
vocabularies, ontologies, thesauri etc. so that it integrates with existing 
applications or workflows.

Reusable: Metadata and data should be well-described so that they can be 
replicated and/or combined in different research settings.
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Why this breakout?

Data collection = 
a big investment

Best practices 
for distributed 

teams

Make everything 
Everywhere
All at once

FAIR

Publish 
data

Useful 
formats and 
standards

Lower 
barrier for 
new data 

users



onboarding/
offboarding

Why this breakout?

Data collection = 
a big investment

Best practices 
for distributed 

teams

Make everything 
Everywhere
All at once

FAIR

Make 
submission
/QAQC go 
smoothly

Publish 
data

Data 
integration

Useful 
formats and 
standards

Provenance for 
datasets and 

modeling results

Tools

Lower 
barrier for 
new data 

users

Credit



Session Agenda
Presentations on ESS Data Management and Use

● Data Repositories
○ Joan Damerow (ESS-DIVE)
○ Housen Chu (Ameriflux Management Project)

● Project Strategies for Data Management
○ Ben Bond-Lamberty - COMPASS-FME
○ Amy Goldman - River Corridor and Biogeochemistry SFA 

● Data Integration and Use (NOAA)
○ Youmi Oh (NOAA)

Q&A with the panel

Group Brainstorming: community solutions for data management and 
integration challenges
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ESS-DIVE Data Repository Overview
Joan Damerow



What is ESS-DIVE?

Data Repository to

preserve 

expand access to

and improve usability of 

ESS data

data.ess-dive.lbl.gov 

900+ 
public 

datasets

Use of ESS-DIVE is mandatory for ESS 
project data management plans
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http://data.ess-dive.lbl.gov


Scope of ESS-DIVE Data

• Data from projects funded by or 
related to DOE Environmental 
System Science Program

• Observational, experimental, 
and modeling activities in the 
Earth sciences. 



Support for Large Files and Hierarchical Datasets

ESS-DIVE Tier 2 storage interface with UAS data example

● Large Data: 500GB - multiple TB 
range

● Browsable Folder Hierarchy
● Globus and HTTP Access
● Email ess-dive-support@lbl.gov if 

you need to store large data

●



ESS-DIVE At-a-glance

Authorized 
users

Public 
datasets

Private 
datasets

Total file 
size

Number of Files Contributing 
projects

383 (498%) 909 (144%) 266 (1673%) 2.82TB 16,762 90 (233%)

Public dataset 
updates

Temporal 
coverage

Public Portals File downloads Data 
views

Support Requests

102 (1600%) 1841 to 2024 15 (650%) 429.1K+ (504%) 753.8K+ (510%) 1333 (256%)

Growth statistics measured over the period from May 2020 - March 2024



Easy Data Submission & Broad Data Availability

● Data and metadata curation
● Project data management
● Large data support

Fusion DB
BASIN-3D



ESS-DIVE provides …

ESS-DIVE is the DOE BER ESS location for long-term data preservation

Project data 
management features 

for teams

Community reporting 
formats for several ESS 

data types to enable 
advanced search

Guidance related to 
data packaging and 

authorship

Curation of metadata and 
ensures file readability

Digital Object Identifier and 
citation text for published data

Long-term data 
search and 

download availability



● Project teams for internal sharing, 
collaboration and curation

● Bulk data uploads, updates using API

● Project-centric data search and portals

● COMING SOON!! Dataset tracking and 
reserving DOIs

● NEED INPUT!! Project data citations and 
metrics

Project Data Management Tools

Lunchtime Breakout: ESS-DIVE Tutorial 
for PIs and Data Managers

Wed., April 17th; 12:30-1:30pm EST

PIs will walk 
away with a 
To-Do List



Community Engagement Activities Guided Feature 
Development and Identified Challenges

AGU/ESIP/RDA

QUARTERLY 
WEBINARS PROJECT VISITS JIRA HELP DESK

DOCUMENTATION/
VIDEO TUTORIALS

ESS PI/CI MEETING 
TUTORIALS



Example Challenge: Connect Interdisciplinary 
Sample Data and other Research Outputs
Tracking Samples and resulting data that was sent to numerous collaborators and labs, for a variety of bio and 
environmental analyses, and then compiled, analyzed, and published in numerous files and data systems.

Current Practices:

● Sample records are rarely published with standard metadata and identifiers
● SESAR provides persistent identifiers, metadata, management
● Use of sample PIDs rare, inconsistent

Challenges:

● The process of submitting Samples to different data systems and labs, and then compiling the resulting data 
is currently inefficient and even prone to error

● Sample data and associated information disconnected
● Currently no infrastructure to track provenance, metrics, etc



BER Data Systems and Project Use Cases
Collaborative paper 
1. Scientific use cases to link and exchange (meta)data 
2. Identify community practices and infrastructure needs

Approach: 
● 8 BER Data Systems, 10+ project use cases
● Connect related field to lab to model (meta)data 
● Samples, ‘omics, sensors,  remote sensing, model 

outputs, processed data, papers

Connecting BER Data for ModEx
Figure from AI4CH4 workshop report (US DOE 2023)

https://ess.science.energy.gov/ai4ch4/



ESS-DIVE Community Funds
● $1M funds available in FY24
● Submit white paper proposals by May 15 (max 2 pages)  

○ Email with details and template will be sent later this week 

● Preference given to Priority Topics 
○ New reporting formats
○ New versions of existing reporting formats: Improve machine readability and compatibility 

with FusionDB, BASIN-3D etc., model data archiving for large outputs/ML
○ Community data curators: Provide guidance to ESS community on best practices for 

submitting data to ESS-DIVE & help with adoption of reporting formats
○ Data integration: Tools to integrate ESS-DIVE and other BER data 
○ Community data products:  Products using ESS-DIVE & BER data for broad scientific use

● Can propose other ideas that have clear value for the ESS community



Housen Chu
Lawrence Berkeley National Lab Margaret Torn, You-Wei Cheah, Sébastien Biraud, Trevor 

Keenan, Dennis Baldocchi, Stephen Chan, Housen Chu, Brian 
Wang, Sigrid Dengel, Rachel Hollowgrass, Fianna O’Brien, 
Gilberto Pastorello, Danielle Svehla-Christianson, André Luís 
Diniz dos Santos, and Koong Yi, Sy-Toan Ngo, Chad Hanson, 
Dario Papale, Christine Buechner

AmeriFlux Data Pipeline, QA/QC



660+ sites
470+ w/ data

AmeriFlux – A network of flux towers



660+ sites
470+ w/ data

AmeriFlux – A network of flux towers





(AmeriFlux 
Management 

Project) BASE Data Product
● QA/QC on general data quality

● Versioned / site package DOI

● >75% under CC-BY-4.0 policy

FLUXNET Data Product
● Value-added data product

● Versioned / site package DOI

● All under CC-BY-4.0 policy

470+ sites
3400+ site-years

226+ sites
1600+ site-years

7000+ users

Biological
Ancillary

Disturbance
Metadata



automatically
10s min

semi-automatically
batch, every 1-2 wks

10s mins - hrs
per site

hrs - days
per site

batch
1-2 months



Format QA/QC ReportFormat 

QA/QC

Format QA/QC 
Summary 

Overall status 

File link 



Data QA/QC and Report
Format 

QA/QC

Data 

QA/QC

Tower Team 

CC-XXX 

CC-XXX 

CC-XXX site. 

.CC-XXX/######/####/output

CC-XXX&report_id=######

Data QA/QC 
Summary 

AMP-Summarized
Data Issues 

Additional Links 

Explanatory Figures 



Challenge
● Keep up with network growth / continuous data streams
● Communicate, build trust with data providers / users
● Hard to automate certain parts of the data pipeline 
● Reduce latency time from data collection to data use
● A wide variety of metadata to support the flux science
● Data citation for using hundreds of sites (site-package DOIs) 



COMPASS is a multi-institutional program led by 
PNNL and funded by the Earth and Environmental 
Systems Science Division of the U.S. Department of 
Energy’s Office of Science

How COMPASS-FME 
manages sensor 
data to accelerate 
environmental 
science

on behalf of the COMPASS-FME Data 
Management Working Group

Ben Bond-Lamberty
PNNL

April 15, 2024
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COMPASS-FME produces a variety of data types
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We have 500+ real-time sensors installed across 7 field sites

Vegetation
Sapflow

Temperature, volumetric water content, 
electrical conductivity, dissolved oxygen

Soil

Water level, dissolved oxygen, 
specific conductivity, pH

Groundwater

Weather
Temperature, barometric pressure, 
rain, wind speed, relative humidity

Dissolved oxygen, pH, temperature, 
FDOM, specific conductivity, TSS

Open Water



3+ million
observations per 

month

COMPASS-FME 
sensors generate

30
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Data are crucial—we need a performant data processing pipeline

● Rapid QA/QC
○ TEMPEST

● Experimentalists
○ Hypothesis testing

● Models
○ Parameterization, 

forcing, and 
benchmarking

Hanson and Walker (2019)

http://dx.doi.org/10.1111/gcb.14894


Informing scientific decision-making in real time



● Lightweight, open source software;
● Self-documentation of processing
● Different levels of data for different uses;
● Traceability (provenance) of data;
● Extensive metadata for the entire dataset, as well as 

different sites and data types
● Straightforward future integration with ESS-DIVE 

(https://ess-dive.lbl.gov/)
33

COMPASS-FME data processing principles

https://ess-dive.lbl.gov/
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Different data processing levels for different uses

Raw L0 L1 L2

Audience

QA/QC

Structure
Wide form 

from 
datalogger

Long form 
with unique 

IDs

Long form, split 
by site, month

Long form, split 
by type, month

Data 
managers

Data 
managers

Technicians 
and expert 

analysts
All data users

Basic flags 
provided but not 

applied

Human and 
algorithmic 

QA/QC applied
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Software tools and approaches

Free and open source R 
and Quarto for

● Data processing
● Logging
● Visualization

https://cran.r-project.org/
https://quarto.org/


● Git is used for 
version control

● Automated tests 
run sample data to 
verify performance

36

Software tools and approaches

https://en.wikipedia.org/wiki/Version_control
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Software tools and approaches

● Processing pipeline is parallelized
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Quality metadata = quality data
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Quality metadata = quality data



This was a 
team 
project!
Thank you to everyone 
who helped fill in data 
descriptions, gave beta 
test feedback, acted as 
site/data contacts, 
informed QA/QC metrics, 
and continue to work on 
monitoring this data in 
real time.

40

(not pictured: the snacks needed to fuel these 2-hour meetings)



PNNL is operated by Battelle for the U.S. Department of Energy

Data Management 
for Team Science 
and Reuse in the 

River Corridor SFA 
and WHONDRS 

amy.goldman@pnnl.gov
https://whondrs.pnnl.gov 

Amy Goldman, Brieanne Forbes, and Bibi Powers-McCormack

11 April 2024

DOE BER ESS PI Meeting

https://whondrs.pnnl.gov/


River Corridor SFA and WHONDRS navigate 
publishing dozens of data types across hundreds 
of collaborators and many thousands of samples



RC-SFA data on ESS-DIVE has been used by 
people inside and outside the project

RC-SFA ESS-DIVE metrics

https://data.ess-dive.lbl.gov/portals/PNNLRiverCorridorSFA 

Manuscripts using RC-SFA data led 
by people outside the project, 
including a Frontiers in Water special 
issue

Data used for educational activities, 
including 2020 EMSL Summer 
School

https://data.ess-dive.lbl.gov/portals/PNNLRiverCorridorSFA


Data management for team science requires 
planning throughout the research lifecycle

Planning Collecting Analyzing Publishing

Folder structure
Standardized 
naming
Protocol & metadata 

Plan for digitizing 

Record methods 
Record 
inconsistencies 
Statistical QAQC
File structure

Reporting formats
Cross checking
Consistency
Use published data

Consistent protocol
Record 
discrepancies
Metadata
Barcode/RFID



Automation enables data 
management at this scale

Planning Collecting Analyzing Publishing

Folder structure
Standardized 
naming
Protocol & metadata 

Plan for digitizing 

Record methods 
Record 
inconsistencies 
Statistical QAQC
File structure

Reporting formats
Cross checking
Consistency
Use published data

Consistent protocol
Record 
discrepancies
Metadata
Barcode/RFID

✓ Consistency
✓ Automation
✓ Efficiency 
✓Accuracy 
✓ Quality 
✓ FAIR



Processes are developed with the team and 
frequently modified based on feedback

Planning Collecting Analyzing Publishing

Folder structure
Standardized 
naming
Protocol & metadata 

Plan for digitizing 

Record methods 
Record 
inconsistencies 
Statistical QAQC
File structure

Reporting formats
Cross checking
Consistency
Use published data

Consistent protocol
Record 
discrepancies
Metadata
Barcode/RFID

✓ Consistency
✓ Automation
✓ Efficiency 
✓Accuracy 
✓ Quality 
✓ FAIR

✓ Growth Mindset



Data publishing approach emphasizes the future 
data user

Graphics: https://ess-dive.lbl.gov/data-reporting-formats/, PNNL

ESS-DIVE Reporting Formats

FAIR Data

Publish before Data Use

Publish Data Types Together to Facilitate Use

https://data.ess-dive.lbl.gov/portals/WHONDRS 

https://ess-dive.lbl.gov/data-reporting-formats/
https://data.ess-dive.lbl.gov/portals/WHONDRS


Data packages contain many types of (meta)data



Publishing two types of data packages helps 
achieve clear data provenance

Data
Package

Study Data
Package

Manuscript 
1

Data
Package

Manuscript 
2

Data
Package

Manuscript 
3

Publish before data use

Publish before manuscript publication



Frequent and creative communication inside and 
outside the project facilitates wider data use 

https://data.ess-dive.lbl.gov/portals/PNNLRiverCorridorSFA Amy Goldman Brieanne Forbes Bibi Powers-McCormack

MS Teams announcements

AirTable inventory of unpublished and published packages

Three-person data management 
team

https://data.ess-dive.lbl.gov/portals/PNNLRiverCorridorSFA


Challenges focus on resources, consistency, 
and linking across tools

Coordination 
throughout the 

research lifecycle

Interoperability 
with past data and 

other data 
sources

Connecting information 
across data archive, 

generators, users, and 
citations (ESS-DIVE, 

EMSL, JGI, Kbase, NMDC)



PNNL is operated by Battelle for the U.S. Department of Energy

amy.goldman@pnnl.gov
https://www.pnnl.gov/projects/river-corridor    

https://whondrs.pnnl.gov 

PNNL’s River Corridor Scientific Focus Area (SFA) 
project is supported by the U.S. DOE Office of Science, 
Office of Biological and Environmental Research 
(BER), Environmental System Science (ESS) program. 

mailto:amy.goldman@pnnl.gov
https://www.pnnl.gov/projects/river-corridor
https://whondrs.pnnl.gov/


Sharing our experience as a data 
user of Ameriflux/FLUXNET Data

Youmi Oh1 and Licheng Liu2

1 NOAA GML & CU Boulder
2 University of Minnesota





GPP + Reco



ONEFlux code is quite hard to use… 
Please make it easy!





A few useful data processing tools

https://ameriflux.lbl.gov/resources/resource-list/tools-and-software-for-flux-scientists/ 

https://ameriflux.lbl.gov/resources/resource-list/tools-and-software-for-flux-scientists/


Data tool training hosted by FLUXNET-ECN

Python package: FLUX-DATA-QAQC

https://www.youtube.com/watch?v=7T27WiW4K1k 

R package: REddyProc

https://www.youtube.com/watch?v=-b0vc4u8kls 

https://www.youtube.com/watch?v=7T27WiW4K1k
https://www.youtube.com/watch?v=-b0vc4u8kls


A unified data portal will be super helpful!

https://shuttle-demo.fluxnet.
org/accounts/login/?next=/ 

https://shuttle-demo.fluxnet.org/accounts/login/?next=/
https://shuttle-demo.fluxnet.org/accounts/login/?next=/


Time for Questions

62



How Can We Address Data Management 
Challenges?

Make high quality data management and integration feasible for 
projects

63



EESSD –  ESS Cyberinfrastructure Working Groups Annual Meeting, May 15, 2023

2023 ESS CI Meeting Questionnaire Highlights

43 Respondents
CAVEAT
These results have not been vetted as representative of the ESS Community at large.



EESSD –  ESS Cyberinfrastructure Working Groups Annual Meeting, May 15, 2023

What is the main CI challenge in your research?

65

Data Management
- Inter-project data sharing
- Making observation/experimental data 

rapidly available
- Efficient large-data access | API access
- Data management, integration, QA/QC
- Barriers to high quality data publication
- Developing FAIR datasets
- Lack of standardized formats, 

conventions

Model-Data Integration
- Faster data to model to output loop
- Data evaluation and benchmarking; 

With so many similar data products, 
how to choose?

- Empiricist / modeler collaboration
- Model setup and mesh generation

Software E&I
- Allocate time/resources between 

development of software and actual 
science application

- Developing and maintaining 
component models across multiple 
host models and machines

- Reproducibility pipelines / workflows

Compute Infrastructure
- Creating computing capabilities responsive 

to researcher needs
- Access to / integration with HPC resources

ALL
Diverse data, modeling, and computing across investigators / themes 

WG Affiliation

2.7%

DM

MDI

SEI

CI



Data Management Challenges

Data normalization
(aka data synthesis or harmonization)

Compare apples to apples:
same units, variables, formats

Archiving (sharing) data
Human and tech resources lacking

Guidance on data organization and 
documentation lacking

Need better incentives

Data Discovery and Access
Develop tools

Requires agency coordination

Dependent on other 3 challenges

Metadata sufficiency
Provide enough contextual 
information for broad research re-use

Standards & guidance lacking
(but improving)



Activity: design an ideal ESS data management 
and integration infrastructure
Think of your top priority data management challenge, 
and how you would like it to be solved…

Describe components of your dream/ideal system for 
ESS data management that could address this 
challenge. This may enable you to efficiently: 

(1) create and publish high-quality datasets AND/OR 
(2) find, access, integrate, and use data from ESS-DIVE, 
Ameriflux, and other systems that you need/use. 
[10 minutes of ideation + 10 discussion] go.lbl.gov/StrategicData



Activity: design an ideal ESS data management 
infrastructure
What do you think are the biggest roadblocks to 
achieving an ideal data management 
infrastructure is? And what action would you like 
to see next (from ESS-DIVE, Ameriflux, etc.)?

go.lbl.gov/StrategicData


